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THEORIE & PRAXIS ) Desinformationskampagnen

TAUSCHEND ECHT?
FAKE NEWS!

Identifikation von Desinformationskampagnen in Social Media

TEXT: Michaela Geierhos*

n Motivation & Zielsetzung

Desinformations- und Beeinflussungs-
kampagnen stellen eine Gefahr fiir die
freiheitliche demokratische Grundord-
nung dar. Es liegt auf der Hand, dass eine
Desinformationskampagne nur dann er-
folgreich sein kann, wenn ein erheblicher
Teil der Bevolkerung der Desinformation
Glauben schenkt. Daher ist es notwen-
dig, solche Kampagnen in sozialen Netz-
werken so frith wie moglich zu erkennen
und davor zu warnen. Ein besonderes
Augenmerk gilt dabei Kampagnen, die
von staatlichen Akteuren initiiert und ge-
steuert werden.

Mit dem Aufkommen von Social Me-
dia wurde die schnelle Verbreitung von
Nachrichten erleichtert, was zu Desinfor-

* Michaela Geierhos ist Professorin fiir Data Science
an der Universitit der Bundeswehr Miinchen
und Technische Direktorin des Forschungsinstituts
fiir Cyber Defence & Smart Data (CODE).

mationskampagnen mit viel groflerer
Reichweite gefiihrt hat. So wurde bei-
spielsweise der russische Angriff gegen
die Ukraine von breit angelegten Kam-
pagnen im Kurznachrichtendienst X (fri-
her Twitter) flankiert. Dabei hangt der
Anteil der Fake News in der Regel davon
ab, welches Ziel mit der jeweiligen Kam-
pagne verfolgt wird.

Methoden zur Erkennung von Fake
News ermoglichen es, die Strategien zur
Verbreitung von Desinformation — zum
Teil tiber Social Bots — eingehend zu un-
tersuchen und zu analysieren. Das ist ein
entscheidender Schritt, um dem Ziel na-
herzukommen, solche Kampagnen mog-
lichst frithzeitig zu entlarven und ge-
zielte Gegenmafinahmen zu ergreifen.
Fake News sind haufig Teil solcher Kam-
pagnen und konnen mithilfe von Kiinst-
licher Intelligenz (KI) und computerlin-
guistischen Methoden aufgedeckt wer-
den.

Jede Sekunde werden unzihlige Bei-
trage in sozialen Netzwerken rund um
den Globus verbreitet. Ein Problem die-
ser Grofenordnung erfordert einen auto-
matisierten Ansatz zur Erkennung von

Fake News und anderen mutma#ilich ge-
falschten Beitragen.

Am Forschungsinstitut CODE der
Universitat der Bundeswehr Miinchen
wird der Frage nachgegangen, wie Kam-
pagnenidentifikation, -monitoring und
-klassifikation in sozialen Medien (kurz
KIMONO) zuverldssig automatisiert wer-
den kénnen. Unter Leitung von Profes-
sorin Dr. Michaela Geierhos arbeiten die
Wissenschaftlerinnen und Wissenschaft-
ler daran, Desinformationskampagnen
und Propagandanarrative aufzusptiren.

In Kooperation mit dem Team um
Professor Dr. Ulrich Schade vom Fraun-
hofer-Institut fur Kommunikation, In-
formation und Ergonomie (FKIE) wird
eine Software-Losung zur Social-Media-
Analyse entwickelt, die Desinformations-
kampagnen nicht nur erkennt, sondern
auch erklirt, wie es jeweils zur Einstu-
fung als Desinformationskampagne kam.
Auf diese Weise wird deutlich, welche
Indizien und Schlussfolgerungen in die
KI-Bewertung einzelner Beitrdge und
ganzer Kampagnen eingeflossen sind,
um eine Einschatzung des Wahrheitsge-
halts zu ermoglichen.
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Propaganda &
Propagandisten

Politische Rhetorik, Propaganda und
Werbung sind Beispiele fiir persuasive
Rede (Uberzeugungsdiskurse). Bei der
Uberzeugungsrede handelt es sich um
den nicht auf Gegenseitigkeit beruhen-
den Versuch oder die Absicht einer Par-
tei, das Verhalten, die Gefiihle, die Absich-
ten oder die Einstellung einer anderen
Partei durch kommunikative Mittel zu
verandern.

2.1 Arten von Propaganda
Auch die Propaganda ist vielfaltig. So
gibt es verschiedene Arten von Propa-
ganda mit unterschiedlichen Zielen, Mit-
teln und Medienkanilen sowie unter-
schiedlichen Anspriichen an die verschie-
denen Adressatengruppen. Um die Art
der Propaganda zu bestimmen, miissen
der Wahrheitsgehalt und die Schadigungs-
absicht festgestellt werden. Dabei sind
Desinformation (Falschinformation) und
Irrefihrung die beiden Varianten, mit
denen die Gesellschaft im Alltag am héau-
figsten konfrontiert wird.
Desinformation ist eine Form der Pro-
paganda, die darauf abzielt, durch die
bewusste Verbreitung falscher Informa-
tionen Schaden anzurichten. Ein Beispiel
dafiir ist die Verbreitung erfundener Ge-
schichten, um eine andere Person oder
einen Sachverhalt zu diskreditieren.
Eine weitere Form der Propaganda
ist die irrefithrende Information. Dabei
werden objektiv ,wahre* Tatsachen durch
falsche oder stark verkiirzte Zusammen-
hénge, starke Vereinfachungen oder an-
dere Beziige verfilscht und mit Schadi-
gungsabsicht verbreitet. Dazu gehort bei-
spielsweise die Verbreitung einzelner
Auflerungen in einem Gespréch, die spi-
ter von der befragten Person relativiert
oder dementiert werden.

Im Gegensatz zur Desinformation ist
Misinformation (Fehlinformation) in der
Regel nicht mit einer Schadigungsabsicht
verbunden, auch wenn falsche Informa-
tionen verbreitet werden. Sie ist daher
keine Propaganda im eigentlichen Sinn.
Dennoch kann auch sie propagandistisch
aufgegriffen werden, indem ihre virale
Verbreitung systematisch unterstiitzt und
gefordert wird.

2.2 Staatliche Akteure
Eine wichtige Aufgabe von KIMONO ist
die Identifizierung staatlicher Akteure
(potenzieller Propagandisten), die gezielte
Desinformationskampagnen durchfiih-
ren. Das wird durch sogenanntes User
Profiling erreicht. Das heif3t, es sollen be-
stimmte Merkmale von Nutzerinnen und
Nutzern identifiziert werden, die Hin-
weise auf boswillige Absichten einer Per-
son liefern.

Zu diesem Zweck wird ein Frame-
work implementiert, das entsprechende
Daten aus verschiedenen sozialen Netz-

werken sammelt und in einer Datenbank
speichert. Durch das Crawlen und Analy-
sieren von sozialen Netzwerken konnen
auch weitere staatliche Akteure identi-
fiziert werden. Dazu werden die Eigen-
schaften der Profile, die Gruppen, in de-
nen Inhalte platziert werden, und die Be-
ziehungen der jeweiligen Nutzerinnen
und Nutzer, zum Beispiel mit wem sie
interagieren und wie intensiv diese Ver-
bindungen sind, untersucht.

H Fakes in Social Media

Kampagnen zur Beeinflussung der Of-
fentlichkeit sind heute multimodal: Text,
Bild und Ton k6énnen zur Irrefithrung
der Menschen manipuliert werden. Aus
diesem Grund werden Desinformationen
nicht nur als Fake News, sondern auch
mithilfe gefalschter Bilder oder Videos
verbreitet, die tduschend echt aussehen —
sogenannten Deepfakes. >

PROJEKTHINTERGRUND

icht nur die Sicherheitsbehor-

den in der Bundesrepublik
Deutschland mochten irrefithrende
Berichterstattung moglichst frith
erkennen und deren Verbreitung
verfolgen. Auch in verbiindeten
Staaten, darunter Israel, wird zu
Themen wie Identifizierung,
Monitoring und Klassifizierung von
Kampagnen in sozialen Medien
geforscht. Deshalb kooperiert das
Forschungsinstitut CODE mit
Wissenschaftlern des Fraunhofer-
Instituts fiir Kommunikation,

Informationsverarbeitung und
Ergonomie (FKIE) und der Ben-
Gurion-Universitdt (BGU). Unter
der Leitung von Professorin

Dr. Michaela Geierhos (CODE),
Professor Dr. Ulrich Schade (FKIE)
und Professor Dr. Oren Tsur (BGU)
arbeitet das internationale
Forschungsteam daran, solche
Desinformationskampagnen und
Propagandanarrative zu erkennen
und darauf basierend eine
Software-Losung zu entwickeln.
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3.1 Fake News

Urspringlich verstand man unter Fake
News nur falsche Informationen, die mit
der Absicht verbreitet wurden, andere zu
beeinflussen, und die wie ,echte“ Nach-
richten aussahen. Meist handelte es sich
um Informationen, die eine bestimmte
politische Richtung unterstiitzen sollten.

Um méoglichst viele Menschen zu er-
reichen, setzen die Verfasserinnen und
Verfasser solcher Nachrichten auf sehr
reiflerische und schockierende Formulie-
rungen, die zum Teilen und Liken anre-
gen sollen. Mittlerweile wird der Begriff
Fake News aber auch fiir alle moglichen
Liigen und Falschmeldungen im Internet
verwendet.

Dazu gehéren satirische Auflerungen
oder blof3e Gertichte iiber (prominente)
Personen, aber auch Hass und Hetze ge-
gen Einzelpersonen oder Gruppen im
Netz. Wihrend Ersteres fir die Betrof-
fenen meist unangenehm ist, kann Letz-
teres strafrechtliche Konsequenzen ha-
ben. Ahnliches gilt fir Betrugsversuche
durch Phishing, bei dem es sich ebenfalls
um die Verbreitung von Falschinforma-
tionen mit dem Ziel der (finanziellen)
Schiddigung handelt.

Vor allem in sozialen Netzwerken fin-
den sich manipulative Falschmeldungen,
die Menschen beeinflussen und von be-
stimmten Sachverhalten iiberzeugen sol-
len. Haufig verwenden die Urheberinnen
und Urheber solcher Nachrichten echte
Informationen und stellen diese falsch

dar oder lassen wichtige Informationen
bewusst weg. Insofern wird von Desin-
formation und Irrefithrung gesprochen.

3.2 Deepfakes

Bei einem Deepfake handelt es sich um
eine audiovisuelle Verdnderung eines
Videos, die durch KI erzeugt wird und
bei der das Gesicht und/oder die Aussa-
gen der in dem Video dargestellten Per-
son verandert werden. Die Fihigkeit zur
frithzeitigen Identifikation und Aufkla-
rung von Deepfakes im Rahmen der
Open Source Intelligence stellt eine we-
sentliche Schliisselkompetenz bei der Ab-
wehr und Pravention von Schiden durch
gezielte Desinformationskampagnen dar.
Im Fokus derartiger Kampagnen stehen
insbesondere soziale Netzwerke sowie
deren Nutzerinnen und Nutzer.

Zur Erkennung von Deepfakes wer-
den zwei verschiedene Ansitze verfolgt:
artefaktspezifische und generische Er-
kennung. Erstere basiert auf visuellen
Artefakten, die technisch bedingt bei
der Erzeugung von Deepfakes auftreten.
Wihrend diese Artefakte fiir das mensch-
liche Auge nicht wahrnehmbar sind, kén-
nen maschinelle Lernalgorithmen sie im
Bild/Video erkennen.

Der generische Erkennungsansatz ver-
wendet einen Algorithmus, um zu lernen,
welche Merkmale fir die Beurteilung
der Echtheit eines Bilds/Videos relevant
sind. Ein Losungsansatz ist der Einsatz
von Klassifizierungsalgorithmen, die mit

,RUss|and i$t uichT Bea Féind, daa ums veauichtei witt.
pié Likaaive véaTaidigr nichT umsése LllenTe. Linsena
éigéna Regieaumng DearaaT umns fir amesnik. Inteaessen.”

Beim ,Tarnen” wird das Erscheinungsbild von Social-Media-Beitrdgen so
verdndert, dass sie nicht oder nur schwer als Fake News erkennbar sind.

Falschung und Original trainiert werden.
Eine andere Realisierungsmoglichkeit ba-
siert auf Modellen der Anomalie- oder
Ausreiflererkennung. Die dabei verwen-
deten Algorithmen identifizieren Mani-
pulationen anhand signifikanter Abwei-
chungen von der Mehrheit der Daten.

n Tduschungen enttarnen

Manchmal werden auch visuelle Merk-
male zur Nachahmung genutzt, um die
Leserschaft zu tauschen. Beim Tarnen
geht es darum, das Erscheinungsbild von
Beitrdgen in sozialen Medien so zu verdn-
dern, dass sie nicht oder nur sehr schwer
als Fake News zu erkennen sind. Auf diese
Weise wird ihr eigentlicher Zweck, die
gezielte Manipulation von Zielgruppen,
verschleiert.

Diese Form der Mimikry wurde in
Zusammenarbeit mit dem FKIE im Kon-
text des Russland-Ukraine-Konflikts in
deutschsprachigen Textnachrichten ent-
deckt. Obwohl die Worter aus Alphabe-
ten verschiedener Sprachen zusammen-
gesetzt sind, wird geschickt versucht,
deutsche Buchstaben und damit Worter
zu imitieren.

Wie das Bild unten links zeigt,
sind wir in der Lage, die Botschaft zu le-
sen und zu verstehen, obwohl nur wenige
deutsche Buchstaben verwendet wurden.
Diese kognitive Leistung muss von einer
KI erst erlernt werden, und sie scheitert
anfangs an dieser Anomalie, weil es auf
den ersten Blick unlogisch ist, die deut-
sche Sprache nicht mit dem eigenen Al-
phabet zu schreiben.

4.1 Anomalien und Ausreiler

Die automatisierte Erkennung von Ano-
malien in sozialen Medien ist eine kom-
plexe Aufgabe, die Bereiche wie maschi-
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IDENTIFIKATION EINER BOT-GESTEUERTEN DESINFORMATIONSKAMPAGNE

Analyse des
Social-Bot-Netzwerks
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Aufspiiren von
Bot-Kampagne

nelles Lernen, statistische Verfahren und
Data Mining umfasst. Es gibt verschie-
dene Ansitze, Ausreifier oder Auffallig-
keiten algorithmisch zu identifizieren,
deren Auswahl neben den spezifischen
Eigenschaften der Fragestellung auch von
den allgemeinen Eigenschaften der Da-
ten abhéngt. Es muss die richtige Granu-
laritat gefunden werden, bei der Anoma-
lien erkannt und Fehlalarme minimiert
werden, denn nur dann wird eine auto-
matisierte Losung akzeptiert.

Im Allgemeinen wird davon ausge-
gangen, dass sich die Sprache von Kam-
pagnenbeitragen von der Sprache ande-
rer Beitrdge unterscheidet. Eine Kam-
pagne kann sich durch eine starke Mei-
nungsmache, aufriittelnde und/oder emo-
tionalisierende Formulierungen sowie
die typische Verwendung spezifischer

Waorter und Ausdriicke durch die Urhe-
ber der Kampagne auszeichnen. Statis-
tisch gesehen handelt es sich um Aus-
reifer in der Wortwahl.

4.2 Social Bots
Ein Social Bot ist ein Software-Agent, der
selbststandig in sozialen Netzwerken
kommuniziert. In der Literatur werden
zahlreiche Strategien zur Aufdeckung von
Social-Bot-Netzwerken vorgestellt. Bei den
bisherigen Ansétzen kommen vor allem
Graph- und KI-basierte Methoden fiir die
Erkennung zum Einsatz. Hinzu kommen
weniger verbreitete Ansétze wie Crowd-
sourcing, Anomalieerkennung und Re-
verse Engineering.

Es ist jedoch eine Tatsache, dass sich
die Strategien und die Tarnung der So-
cial-Bot-Netzwerke in einem stidndigen

Abbildung 1

Wandel befinden. Social-Media-Plattfor-
men werden nach potenziellen Bots
durchsucht, um die Aktivititen in die-
sen Communitys zu tiiberwachen. Aus
diesem Grund ist es wichtig, die Haupt-
merkmale zu untersuchen, mit denen
Social Bots entdeckt werden konnen, die
Ziele von Social-Bot-Netzwerken zu iden-
tifizieren und die Verbreitung bestimm-
ter Inhalte zu analysieren. Dabei spielen
Profilinformationen, Netzwerkeigenschaf-
ten und Verhaltensmerkmale eine ent-
scheidende Rolle (.~ Abbildung 1).

In diesem Zusammenhang werden
Informationen wie das Alter des Profils,
die Anzahl der bisher verfassten Beitrage
sowie die Anzahl der eigenen Follower
und die Anzahl der Profile, denen gefolgt
wird, ermittelt. Zusitzliche Hinweise da-
rauf, ob es sich bei einem betrachteten >
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Account moglicherweise um einen Bot
handelt, konnen Informationen von Dritt-
anbieterseiten liefern. Auch das Bezie-
hungsnetz jedes Profils, also mit wem
die Personen interagieren und wie stark
sie miteinander verbunden sind, ist von
Bedeutung.

Manipulative Falsch-
meldungen identifizieren

Im Projekt KIMONO wird ein Frame-
work entwickelt, mit dem ein Frithwarn-
system zur Erkennung von Fake News
in sozialen Netzwerken aufgebaut wer-
den kann (.~ Abbildung 2).
Maschinelles Lernen als Teilgebiet
der KT hat zum Ziel, Algorithmen zu ent-

Abbildung 2

wickeln, die Gesetzméfigkeiten in bereit-
gestellten Daten automatisiert erlernen,
um diese dann auf unbekannte Daten
anzuwenden. Lernen bezieht sich dabei
auf die Verbesserung der Qualitét durch
beobachtbare Erfahrungen aus der Ver-
gangenheit (sogenanntes gesichertes Wis-
sen).

Beim tiberwachten Lernen wird dem
Lernalgorithmus eine Menge von Trai-
ningsdaten zusammen mit den gewtinsch-
ten Zielwerten tibergeben. Basierend auf
diesen Trainingsdaten entwickelt der
Lernalgorithmus eine Vorhersagefunk-
tion, die fir alle zukiinftigen Eingaben
eine moglichst korrekte Ausgabe liefert.
Ein Beispiel fiir tiberwachte Lernverfah-
ren sind Klassifikationsalgorithmen zur
Fake-News-Erkennung, deren Ziel es ist,

Social-Media-Beitrdge in vorgegebene
Klassen (wahr, irrefithrend, falsch) ein-
zuordnen.

5.1 Gesichertes Wissen

In einem ersten Schritt entlarven wir
deutsch-, englisch- und franzgsischspra-
chige Fake News von Plattformen wie
X/Twitter, Facebook und Instagram mit-
hilfe sogenannter Faktenchecker wie
CORRECTIV.Faktencheck, PolitiFact oder
AFP Factuel. Fiir diese Dienste tiberpri-
fen unabhingige Journalistinnen und
Journalisten ausgewdahlte Nachrichten,
bewerten ihren Wahrheitsgehalt und
schreiben eine Richtigstellung, was mit-
unter sehr aufwendig ist und Tage dauern
kann. KIMONO profitiert also von der
hohen Qualitat investigativ recherchier-

pmmm ===

Darstellung: CODE, Icons: flaticon.com / wanicon

ERKENNUNG VON FALSCHMELDUNGEN IN SOZIALEN NETZWERKEN

3-stufige Merkmalsextraktion :
£ T3 i

I%n:m I 1

=5 |

Netzwerke :

Nutzerprofile

gEm=m==ms=== = # L e r——
' Websiten der s s Sammeln von . L g i .
[ Kiinstliche Intelligenz
: Faktenchecker : : verifizierten Fakten : & .
1 1 ' [ 1
i i ] i 1
' — I
i 1 ' ! 1
' ! 1 S s Social-Media- 1
! s g = : Datenbank !
1 ] ] i
1 1 ' [ 1
A e e e - - | ; g N e e e - —
.’ ----------- \l g ———— % O ———
i Social Media 1 : Datenerhebung in : : Visualisierung
1 : 1 sozialen Netzwerken F | der Daten
I 1 1 1
' E@,a s 1 ' '
] (A - — — —_—
. (B i - '
Si=
. ¢ ! 2 s :
' ! i i i
] 1 1 ] 1
M e == , w # M e e e e e e m— = e

prmagazin 02/2024



ter Fakten — allerdings nicht in Echtzeit.
Zudem werden nicht alle potenziellen
Falschmeldungen von Faktencheckern
tiberpriift, sodass eine Vielzahl von Mel-
dungen weiterhin im Netz kursiert.

Mit den Meldungen, die die Fakten-
checker bereits als korrekt, irrefithrend
oder falsch markiert haben, kann nun
eine KI angelernt werden. Ziel ist es, Ge-
setzmafSigkeiten in den Trainingsdaten
zu erkennen, um spéter Falschmeldun-
gen in einer Vielzahl neuer Social-Media-
Beitrage computergestiitzt aufspiiren zu
konnen. Ein typisches Muster fiir eine
offensichtliche Desinformationskam-
pagne ist beispielsweise die Diskreditie-
rung von Mitbewerbern: Der Profiteur
erhalt (unverdient) nur Lob, wahrend der
Konkurrent nur unfaire oder bosartige
Kommentare erhilt.

5.2 Indizienbeweis mittels KI

Die Erfahrung zeigt, dass in den Kam-
pagnenbeitragen oft starke Meinungs-
duflerungen, sensationelle oder emotio-
nale Formulierungen dominieren. Diese
und andere sprachliche Auffalligkeiten
sind Indizien, die mit den potenziellen
Desinformationen verbunden sind. Auf-
schlussreich sind aber auch die Social-
Media-Profile der Beitragsverfasserinnen
und -verfasser. Berticksichtigt werden die
Anzahl der Beitrdge, der Follower und
der gefolgten Profile. Diese Statistiken
sind besonders hilfreich, um Social Bots
zu erkennen.

Um diese Programme, die mensch-
liches Verhalten vortiduschen, von realen
Personen zu unterscheiden, analysieren
wir aufSerdem das Beziehungsgeflecht
der Nutzerinnen und Nutzer: Wer steht
wie oft mit wem in Kontakt? Ziel ist es,
atypisches Verhalten aufzudecken.

Der Verdacht, dass ein Social Bot am
Werk ist, ergibt sich meist erst aus dem
Zusammenspiel aller Indizien. Wenn

etwa Nachrichten mit identischem Inhalt
in verschiedenen Sprachen fast zeitgleich
in mehreren Liandern verbreitet werden,
steckt oft eine Software dahinter, die
durch maschinelle Ubersetzung den Ori-
ginaltext in kiirzester Zeit verbreitet.
Um Kampagnen zuverlassig zu er-
kennen und zudem verstindliche Erkla-
rungen zu liefern, warum bestimmte So-
cial-Media-Beitrage als irrefihrend ein-
gestuft wurden, fehlt es bislang noch an
geeigneter Software-Unterstiitzung. Um
letztlich Gegenmafinahmen zur Einddm-
mung der Verbreitung von Desinforma-
tion einleiten zu kénnen, arbeitet das
KIMONO-Team an der automatisierten
Erkennung von Falschmeldungen bei
entsprechender Indizienlast. Allerdings
kann auch die beste Software-Losung
keine hundertprozentige Sicherheit bie-
ten. Aber sie kann zumindest die Verbrei-
tung von Falschmeldungen aufdecken.
In diesem Kontext ist auch die Er-
klarbarkeit von grofier Bedeutung. Klas-
sische Modelle des Deep Learning kon-
nen als Black Box betrachtet werden und
bieten keine ausreichenden Informatio-
nen zum Verstandnis der Klassifikation
als Fake News. Es scheint jedoch méglich,
transparente und erkldrbare Ergebnisse
zu erzielen, indem leistungsfahige neu-
ronale Netze mit traditionellem Feature
Engineering kombiniert werden.

n Vertrauenswiirdige KI

In verschiedenen Anwendungsszena-
rien, in denen aufgrund der Fiille an
unstrukturierten Daten eine automati-
sierte Textanalyse zum Einsatz kommt,
werden grofie Mengen an Social-Media-
Beitragen ungesehen einer komplexen
KI zum Training angeboten, um die Vor-
teile datengetriebener KI-Verfahren zur

Textklassifikation zu nutzen. Wenn je-
doch die Ergebnisse ohne Erklarung zu-
riickkommen, warum etwas als wabhr, irre-
fithrend oder falsch kategorisiert wurde,
koénnen die Nutzerinnen und Nutzer nur
auf die Richtigkeit der Klassifizierungs-
entscheidung vertrauen.

Vertrauenswiirdige KI kann dazu bei-
tragen, Klassifizierungen erklarbarer, fai-
rer und transparenter zu machen und
mogliche Fehlentscheidungen zu vermei-
den. Es gibt verschiedene Ansitze, um ein
Ergebnis erkldrbar zu machen. Welche
dieser Verfahren fiir den Bereich der Er-
kennung von Desinformationskampag-
nen besonders geeignet sind beziehungs-
weise angepasst werden miissen, soll die-
ses Jahr noch genauer untersucht werden,
da bestehende Ansitze fiir die englische
Sprache oder fiir Bilddaten entwickelt
wurden.

Trotz der Fortschritte in der Forschung
gibt es im Bereich der vertrauenswiirdi-
gen KI noch grofle Herausforderungen
und offene Fragen. Insbesondere der
Trade-off zwischen Interpretierbarkeit
und Performanz bleibt offen, da mit zu-
nehmender Komplexitit der KI-Modelle
die Leistungsfdhigkeit abnimmt.

Eine weitere Herausforderung ist die
Art, wie ein neuronales Netz Entschei-
dungen trifft: Die Schlussfolgerungen,
die es zieht, sind eher korrelativer als kau-
saler Natur. Ein weiterer offener Punkt
ist die Darstellung der Ergebnisse. Be-
stehende Methoden zielen insbesondere
darauf ab, Riickmeldungen tiber das KI-
Modell und relevante Eigenschaften an
die IT-Expertinnen und -Experten zu ge-
ben.

Diese Riickmeldungen sind jedoch oft
technisch komplex und werden in Form
von Diagrammen dargestellt. Dadurch
sind sie fiir die Nutzerinnen und Nutzer
kaum oder nur schwer verstindlich. Fiir
eine effektive Integration und hilf- >
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Entitdten, die am hdufigsten in Twitter-Konversationen
o in Verbindung mit REALEN Informationen auftauchen
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Abbildung 3

reiche Erkldrungen muss die Darstellung
an die Bedurfnisse der Zielgruppe ange-
passt werden, sodass Visualisierungen
einfacher statistischer Zusammenhinge
ein Anfang sein konnen (.= Abbildung

3).

ﬂ Fazit

Im Ergebnis bietet das Projekt KIMONO
Software-Unterstiitzung, um nicht nur
kurz- und langfristige Desinformations-
kampagnen zu erkennen, sondern auch
eine angemessene Erklarung dafir zu
liefern, warum ein bestimmter Social-
Media-Beitrag als Teil einer irrefithren-
den Beeinflussungskampagne eingestuft
wird. Dazu werden unter anderem Me-

thoden zur Erkennung von Social Bots
und Fake News eingesetzt.

Maschinelle Ubersetzung und/oder
Technologien wie ChatGPT tragen jedoch
dazu bei, dass Fake News extrem schnell
generiert werden kénnen. Dank ChatGPT
konnen Verbreiter von Fake News noch
einfacher und schneller aus Fake-News-
Fragmenten ganze Artikel generieren. Fer-
ner kénnen mithilfe von KI bereits Texte
generiert werden, die plausibel klingen,
aber dennoch falsche Fakten enthalten,
selbst wenn die Urheber nicht bewusst
Schaden anrichten wollen.

Diese neue Generation von Fake News,
die durch ein generatives Sprachmodell
— mittels KI — erzeugt werden, sind deut-
lich schwieriger zu entlarven, wie eine
Studie der Universitdt Zirich bereits ge-
zeigt hat. Das Missbrauchsrisiko ist hoch.

Zwar kann ChatGPT bei aktuellen The-
men wie dem Krieg in der Ukraine oder
im Nahen Osten nicht in die Irre fithren,
da es nur mit Daten aus den Jahren bis
2021 trainiert wurde. Aber was nicht ist,
kann noch werden. 4
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